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subjective, depending on the visual capacity of each inspector, it 
is necessary to improve this process by seeking a decrease in the 
interpretation error.

Parallel to the progress in computer science and the development 
of the sciences related to artificial intelligence, mainly in the 
fields of neural networks and fuzzy logic, research seeking the 
development of automatic systems of radiographic inspection has 
been increased considerably in recent years[1-8]. Most of these 
automatic systems involve a stage of digitalisation of the films 
(there are also equipments that generate digital images directly 
during the test[9]), a stage of the images preprocessing (application 
of digital filters and contrast improvement), and finally, a stage 
of defect detection. However, these stages are not strictly defined 
and they can, depending on the situation, involve other procedures, 
such as described by Liao[3-5].

The present work aims to obtain, through neural networks, 
the evaluation of the best hierarchical and non-hierarchical linear 
discriminators in welding defect classification: lack of penetration, 
undercutting, porosity, linear and non-linear slag inclusions.

2. Experimental methodology
2.1 Images acquisition 

The radiographic films can be digitised by several systems 
according to ASME V[10]. The more common way of digitisation 
is through scanners, which works with light transmission - usually 
called transparency adapters. Another method also used is image 
acquisition by camera CCD (Charge Couple Device). In this case, 
the film is placed in the light box and the camera captures the 
digital image and transmits it for a computer. Aoki [1]comments 
the use of these two methods. Liao[3-5] and Jacobsen[6] have used 
scanners in their work on radiographic images acquisition. A 
detailed discussion about radiographic films digitisation may be 
found in the literature[11].

In order to improve the reliability in the results, radiographs 
from 1 IIW (International Institute of Welding) were used in a total 
of 86 films. These patterns have indications of the most frequent 
classes of defects in welded joints, such as lack of penetration, 
porosity, slag inclusion linear and non-linear, undercutting, etc. 
The X-radiographs were digitised in a flatbed scanner type UMAX 
Mirage II with a resolution of 400 dpi (dots per inch) and 256 grey 
levels, being stored in TIFF format (without compression).

2.2 Preprocessing of the images

After digitisation of the films, it is very common to use a 
preprocessing stage, seeking mainly the attenuation/elimination of 
noise and contrast improvement. The application of lowpass filters 
is the more frequently used tool to remove noise in a radiographic 
image[11,12]. The quality of radiographic images is related to the 
technique employed, as well as of the inspected material, as well as 
the choice of a standard filter for noise elimination. Therefore, the 

1. Introduction
Nowadays, in times of globalisation and with the considerable 
increase in competition among industries, the quality control 
of equipment and materials becomes a fundamental tool in a 
company’s survival. Non-destructive inspection techniques are a 
theme of research and development in industries and universities. 
Although it is one of the oldest techniques of non-destructive 
inspection, radiographic testing is still widely used in evaluating 
the structural integrity of equipment and materials. Several research 
centres in the world focus their objectives on the inspection 
optimisation for X-rays or gamma-rays.

Radiographic tests are also used in the evaluation of several 
processes of equipment production. However, their application is 
more common in the inspection of welded joints in industries such 
as nuclear, naval, chemistry, oil, aeronautics, etc.

The success of this technique is directly related to the appropriate 
control of the inspection parameters, which are regulated by 
standards. The correct interpretation of the X-ray image at the 
end of the test will depend essentially on the quality of the image 
and of the inspector’s experience. Firstly, to identify the more 
common welding defects with X-rays, morphologic parameters are 
observed, such as geometric format, length, width, besides grey 
level (density) and location in the weld bead. As this evaluation is 

Radiographic inspection is widely used in non-destructive 
testing for integrity evaluation of structures and equipments, 
especially for detection and characterisation of defects in 
welded joints. For this reason, research to optimise this 
technique has been increasing in recent years. As it is 
a technique that demands the inspector’s vast experience 
and correct adjustment of inspection parameters, in many 
situations the final decision becomes a difficult task and 
subject to interpretation mistakes. With the progress of 
computer science and techniques of artificial intelligence 
and neural computation, efforts in several countries have 
been made seeking the development of an automatic system 
of inspection for X-rays or gamma-rays that optimises the 
interpretation of welding defects. This work presents a 
way to obtain the best hierarchical and non-hierarchical 
linear discriminators for classification of the principal 
welding defects, using a neural network technique for 
implementation. The results prove the efficiency of the 
techniques used in the work. 
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correct choice is usually made in an empirical way remembering 
that the employment of these filters must not change important 
information in the images. Some authors, such as Aoki[1], use 
other procedures such as background subtraction and segmentation 
for the region growing method to facilitate the identification of 
defects.

Two preprocessing stages were accomplished in this work: 
application of lowpass filter (median type) and contrast improvement 
for extension of the image’s observed histogram. The execution of 
these stages was accomplished in the software Image Pro Plus 4.0 
(Media Cybernetics).

2.3  Denition of the characteristic parameters of the 
 defects

One of the most important stages in the development of an 
automatic system of radiographic inspection is the definition of 
the characteristic parameters of the defects. The appropriate choice 
of the most important characteristics in the identification of each 
class of defects has a fundamental importance in the recognition 
process by an intelligent system. This choice is made in way similar 
to the interpretation given by an inspector that, most of the time, 
recognises a type of welding defect in the radiograph image based 
on visual characteristics such as: location, shape, length, density 

(grey level), aspect ratio, etc., besides the observance of the welding 
conditions. Therefore, an important study of the morphology of 
the defect is demanded to optimise the performance of the system. 
Aoki[2] describes a system based on the use of 10 parameters for 
classification of five classes of defects. Kato[13] has worked with
eight parameters for classification of seven types of defects. 
Liao[3-5] describes the use of three characteristic parameters in 
a classification algorithm that uses fuzzy logic. Lgraykia[14] has 
developed an automatic system based on image contrast and in the 
variation of grey levels for detection of defects, also using a system 
of fuzzy logic.

In the present work, six parameters are defined for discrimination 
of five classes of defects: non-linear slag inclusion (NLI), linear 
inclusion (LI), porosity (PO), lack of penetration (LP) and 
undercutting (UC). The amount of used data was composed by 15 
undercutting observations, 14 of lack of penetration, 17 of porosity, 
24 slag inclusions (non-linear) and 25 linear inclusions. Although, 
there are radiographic patterns regarding classes lack of fusion 
and cracks, these defects were not analysed because of absence 
of enough data for the classifiers generalisation. Figure 1 displays 
a flowchart with the rules used for choice of the parameters. 
Figure 2 displays a pattern example IIW, as well as the necessary 
dimensional measures for the calculation of each parameter.

Figure 1. Chart representing the separation of the classes of defects through the used parameters

 (c)                                              (d)
Figure 2. (a) Example of pattern IIW used; (b) presence of slag inclusion; (c) and (d) illustration for definition of the parameters used

                                (a)                                                            (b)
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Definition of the parameters used:
q Contrast: ratio between the variation of grey level in the defect 

(difference between the maximum and minimum value) and the 
grey level variation in the radiographic image. This parameter 
was chosen because each defect class possesses its degree of 
density. For instance: the defect ‘lack of penetration’ is usually 
darker than a slag inclusion.

q Position (p = h/H): this ratio supplies the location of the defect 
in relation to the centre of the weld bead. With this parameter it 
is possible to separate lack of penetration, frequently located in 
the bead centre, and undercutting, usually present at the border.

q  Aspect ratio (a = L/e): this parameter is used for separation of 
the most spherical classes (porosity), values close to 1, and the 
less spherical ones (lack of penetration and linear inclusion). 
This parameter is calculated automatically in Image Pro (L is 
the largest axis of the smallest ellipse that includes the defect 
and e the smallest axis). 

q Ratio between width and area (e/A): ratio between the smallest 
transverse length of the defect and its area. This information 
measures the circumference of the defect[1].

q Ratio between length and area (L/A): ratio between the largest 
horizontal length of the defect and its area. In this parameter L 
is the larger axis of the ellipse. This information measures the 
circumference of the defect[1].

q  Roundness: ratio p²/4πA, where p is the perimeter and A, area 
of the defect. By roundness, it is observed that when the shape 
of the defect approaches a circle, this measure will tend to 1. 
This is useful in the separation of the spherical defects such 
as porosity and non-linear slag inclusions and linear defects as 
lack of penetration, non-linear inclusions and undercutting.
In this work the vector x

→
 that characterises each defect pattern 

will be called ‘input’ of the system, and each parameter, or 
component of this vector, ‘input component’ or simply ‘component’; 
each defect class will be denominated ‘class’.

2.4 Data preprocessing 

So that the extracted data are the most representative possible 
and do not hinder the construction of classifiers, it is important 
to eliminate atypical inputs (outliers) that are outside the true 
representation of a class. Based on this requirement, the measures 
of each one of the components of inputs were adjusted in a 
normal distribution and the atypical inputs, located more than three 
standard deviations away from the average, were excluded from the 
data group. 

2.5  Non-hierarchical and hierarchical linear   
 discriminators 

Each input is represented by six parameters, that is, for a vector x
→

 of 
dimension 6, or geometrically, for a point in a space of dimension 
6, called space of inputs. 

A linear discriminator for class Cj separates the inputs of this 
class to the others through an equation of first order, linear:

                                        x
→

∈ C j ⇔ U j > 0 ...................................(1)

where:

                              U j =
i=1

6
∑ wjix j + bj = wt

j

→
+ b j .........................(2)

Each class Cj has its own discriminator, defined for w j

→
 and bj.

In the input domain, the separator of the class Cj, that is, the 

locus of the points that satisfy Uj=0, is a perpendicular plan to 

the vector w j

→
and distant from the origin −b j wj

→
, distance in the 

direction of w j

→
. It is usually normalised w j

→
 =1, being adjusted the 

value of bj in a way so as not to change equation (1). In this case, 

Uj measures the distance of the input x
→

 to the separator, and it is a 

measure of the probability of success of the classification for that 

specific input.
A optimum discriminator is one of those that maximises the 

probability of success of the classification. The use of optimum 
linear discriminators is a well-known technique, denominated in 
statistics as Fisher Discriminators. A practical form of implementing 
them is through a neural network with a layer and, in this layer, a 
single neuron for class, as described by Haykin [15]. This technique 
was used in this work.

The geometric visualisation of the separators in this case is 
impossible due to the dimensions of the input space, but in a 
space of dimension 2, it can be easily accomplished. Consider 
Figure 3, where the shaded areas display the domain of inputs of 
hypothetical classes Cj and their respective plans separators Sj (that 
are represented by a straight line in this case).

Each separator Sj divides the input space into two semi-spaces 
(in this case two semi-plans), one where Uj>0 and another where
Uj<0. Inputs that belong to the class Cj and that are correctly 
classified, are represented by points in the semiplane where Uj is 
positive. Notice that there are areas located in the positive semi-
space of two or more separators: an input in this area will be 
allocated in two or more classes; on the other hand, there could 
be areas located in the negative semi-space of all the separators: 
an input in this area will not be allocated to any class. In this 
situation, we can use the fact that Uj is a measure of the probability 
of an input to belong to the class Cj and ‘reclassification’ the result, 
taking the class with largest Uj, the most probable of containing the 
input, as being the answer.

Let us also notice clearly that most ‘external’ classes are more 
easily separable, while the ‘internal’ ones are hardly separable, 
Figure 3. However, if these ‘external classes’ are removed, other 
classes previously ‘internal’ will become ‘external’, and now they 
can be easily separable, Figure 4. This procedure leads us to the 
concept of hierarchical classification, where initially the ‘external 
classes’ are classified, in other words, those with a high degree of 
success, and after, the ‘interns’.

In the case of non-hierarchical discriminators, the w j

→
 vector 

discriminator and the polarisation bj for each one of the classes Cj 
in relation to the remaining ones were found. Both are normalised 

Figure 3. The five classes Cj, j = UC, LP, PO, LI, NLI, and 
their respective non-hierarchical separators Sj with suitable 
polarities. The most external classes UC and LP are perfectly 
separated and the most internal LI and NLI very imperfectly 
separated
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for a vector unitary module w j

→
. In this case, the obtaining of the 

best possible discriminator is sought for a class to be separate from 
the remaining ones, not changing the input for the network training 
(Figure 3).

The hierarchical classifier is obtained in a similar way to the 
previous method, but for the training of each class Cj, the inputs 
that were already classified as belonging to more ‘external’ classes 
were picked up from the training date. The neuron corresponding 
to each class does not participate in the training of the following 
classes. Thus, the vectors w j

→
 for the classes more easily separable 

are obtained in a hierarchical process. It is verified that the most 
‘internal’ classes, and therefore, those which are more difficult to 
be separated in a non-hierarchical process, become more easily 
separable in this process, as shown in Figure 4.

2.6 Non-hierarchical and hierarchical classiers 

2.6.1 Non-hierarchical classier

The flowchart of the non-hierarchical classifier is shown in
Figure 5. The input vector x

→
 is multiplied by vector w j

→
 of each class 

and added to the bias (bj) generating Uj. The result of this operation 
is larger than zero and corresponds to the defect class. In this 
situation, there is the possibility of no class being indicated (when 
all the outputs are negative), or more than one indication (more 
than one output larger than zero). In this case, a reclassification 

criterion can be used, which the largest value of Uj indicates the 
class. For both cases, tables of defect confusion were built based 
on the obtained results, besides the successes, errors and non-
classification table for this classifier structure.

2.6.2 Hierarchical classier

Unlike the non-hierarchical classifier, the hierarchical classifier 
works by first classifying the more easily separable classes. The 
algorithm of this classifier is shown in Figure 6. The performance 
was verified in a similar way to the non-hierarchical classifier. The 
algorithms of the hierarchical and non-hierarchical classifier are 
compared in relation to success performance. 

3. Results and discussions
3.1 Non-hierarchical classiers

In this classifier, each class should be discriminated from all 
the others, independently of whether or not they are lineally 
separable. Table 1 displays the results found for a classifier 
without reclassification. In this case, the percentage values are also 
presented for when no class was identified or there were more 
than one activated class. According to Table 1, it is observed that 
in relation to the undercutting defect (UC), the success is 100%, 
indicating it to be separable by a linear discriminator. This result is 
due to the fact that this defect class has the parameter position very 

(b)

(a)

(c)
(d)

Figure 4. After the exclusion of the inputs classified as LP and UC, (a) and (b), the other discriminators can assume much more 
effective positions in the separation of the remaining classes, mainly SPO, (c) and (d): the same happens after the exclusion of the 
inputs classified as PO
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different from the others, located in the weld bead’s edge or close 
to this. In relation to the defect lack of penetration (LP), the result 
shows that 14% of the observations resulted in a value up to zero, 
in more than one output of the classifier, indicating more than one 
class. For porosity (PO), the success is 77%, with 17% of multiple 
classification cases, also having 6% of percentage for the case 
of no indicated class. The results found for classes linear slag 
inclusion (LI) and non-linear (NLI) prove that the separation of 
these for a non-hierarchical linear process is complicated and the 
result was less satisfactory. This verification came from the fact that 
the classes PO, LI and NLI have different geometric formats and 
uncertain positions in the weld bead. 

In Table 2 the performance percentage of the classifier are 
shown with reclassification based on the biggest output. In this 
case, it is easy to note that the classifier performance gets better, 
maintaining the success of 100% for MO and increased the PO 
for 100%, LP for 93%, LI for 64% and NLI for 63%, obtaining a 
good result for this classification type. As in radiographic testing 
the inspectors do not make the distinction between linear and non-
linear inclusions, being both simply classified as slag inclusions; 

the percentage of success was verified for these classes together, 
resulting in a percentage reached of 90%.

Table 3 summarises the performance of these classifiers in 
relation to observations correctly classified, errors and outputs 
without classification (all negative outputs or more than one 
positive). First, for the case without criterion of reclassification 
in the output, and after with reclassification (Table 4). This way 
it was possible to define the general performance of this type of 
classification algorithm. The percentage found was 80% of success, 
- quite interesting after taking into consideration the architecture of 
employed classifier and the data amount used.

3.2 Hierarchical classiers 

Table 5 presents the results found for the hierarchical classifier. The 
performance of this classifier is better than the non-hierarchical 
classifier, even in the most rigorous criterion (classification when 
only one output is larger than zero). The indexes of 100% of 
success for UC and LP prove they are lineally discriminated 
from the others. For PO it was obtained 94% of success, existing 
confusion of 6% on observations with LI. For LI and NLI 
72 and 75% of correct classifications was achieved, respectively. 
There is about 20% of confusion between these two classes, a value 
justified for the fact that they present very similar characteristic 
parameters. The results obtained with the criterion of reclassification 
in the output of the classifier, shown in Table 6, are the same ones as 
in the previous case, without increase of the percentage of success. 
On the other hand, the confusion between the class LI and PO 
increases from 4 to 8% and between NLI and LI increases from

Figure 5. Algorithm of the non-hierarchical classifier

Figure 6. Algorithm of the hierarchical classifier

Table 1. Table of confusion (%)
Classifier non-hierarchical without criterion of reclassification

CU PL OP IL ILN enonahteroM enoN
CU 001 0 0
PL 68 41 0
OP 77 71 6
IL 4 63 8 0 25
ILN 4 8 24 4 24

Table 2. Table of confusion (%)
Classifier non-hierarchical with criterion of reclassification

CU PL OP IL ILN
CU 001
PL 39 7
OP 001
IL 4 4 46 82
ILN 4 8 52 36

Table 3. Table of successes and errors 
Classifier non-hierarchical without criterion of reclassification

SESSECCUS SRORRE NOITACIFISSALCTUOHTIW
CU 51 0 0
PL 21 0 2
OP 31 0 4
IL 9 3 31
ILN 01 3 11

LATOT )%26(95 )%6(6 )%23(03

Table 4. Table of successes and errors
Non-hierarchical with discriminators non-hierarchical with 
criterion of reclassification

SESSECCUS SRORRE
CU 51 0
PL 31 1
OP 71 0
IL 61 9
ILN 51 9

LATOT )%08(67 )%02(91
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17 to 21%. This happened because in cases that occurred more than 
one positive output in the classifier, when using the criterion of 
reclassification, the indicated class was incorrect. However, it is not 
possible to conclude that this criterion does not supply better results 
because the number of observations was statistically insufficient.

Comparing the non-hierarchical with the hierarchical classifier, 
it is evident that results of this last one are better, mainly in relation 
to classes LI and NLI. In this case, considering the slag inclusion 
as just one class, the result is 96% of success to the Table 5 and 
94% for Table 6. Tables 7 and 8 represent the general results of 
this classifier type. The index of 85% of success in Table 7 is 
considerably larger than the 62% of Table 3, also increasing from 
80% of Table 4 to 85% of Table 8. This result can be considered 
quite good considering that a criterion of linear discriminator 
was used for defects classification and that Aoki[1] has obtained 
92% of success for a system of non-linear discrimination with a 
neural network of two layers and 10 characteristic parameters of 
the defects slag inclusion (without separation between linear and 
non-linear), undercutting, porosity and lack of penetration. It is 
important to remember that in our study the classes of defect for 
cracks in welding and lack of fusion were not analysed because 
of absence of sufficient data for training and simulation of the 
classifiers; this will be considered by the authors in a future work.

4. Conclusions
Research on the development of automatic inspection systems for 
radiographic inspection has been increasing in recent years. The 

use of neural networks and systems using fuzzy logic are efficient, 
as expressed by the referred works [1-14, 16-18].

The results obtained in this work are really good for the 
proposed case. Only with non-hierarchical linear classifiers it was 
already possible to reach promising indexes of successes in the 
classification of some of the welding defects more frequently found 
in radiographic inspection. These indexes were still better when a 
classification algorithm based on a hierarchical criterion was used, 
in which the classes easiest to be separated are firstly treated for 
the classifier. The general percentage of 85% of success for this 
system is one of the best motivators for the continuation of work 
in this area. Hereafter, the defects such as lack of fusion and cracks 
will be analysed, as well as the use of non-linear discriminators for 
classification of defects.
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